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1. ABSTRACT S
control systems must deal with various types of Fintefigence™'distributed throughout the layers of

control. Typical layers are real-8me servo control, off-line planning and reasoning subsystems and finally, the human
operawor. Design methodologies must account for the fact that the majority of the intelligence will reside with the human
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Many of these design goals boll down 10 providing the system with "inteligence”. Although thers has been much
progress in the development of Systems that display Smited forms of intelligence. is ofen the case that when inteligence
is required human operators must be incorporated. Therefors, the development of complex Systems now and in the near
future will rely heavily on human operators (Figure 2).
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Figure 2, A definition of "supervisorv control”

2.2 Supervisory Control

To effectively operate a system, a human must focus atiension and can only expend a certain amount of energy. The
more autonomous the system, the less attention required from the human operator. If the goal is 10 have less and less for
the human operator 10 do the human would ultimately become a “waichman® asieep until an alarm sounds. Unfortunately,
human expentise  should be used more efficiently. Thus, the proper direction 10 move in is that as a
particular system becomes “smarter”, the operator devoles less attention o & and devotes increasingly more atiension 10
a second system, and so on. From this perspective, the operator has vasious, possibly autonomous, subsysiems under his
contol as he orchestrates the performance of the overall system.

2.3 Amplifiers of Human Capabilities

Machines, in general, enhance human capabilites. Machines give stength, reach and dexterity not normally
possessed by humans; they can project presence into areas that wouid not normally be entered; they allow detecion of
things that are beyond the capability of human senses and they can enhance our analytical abiily by rapidly analyzing data
and summarizing the results (Figure 3). In this sense machines act as “amplifiers® of our capabilities, including the
ampiiication of our intefligence. From this point of view, the design of a complex Sysiem is seen in terms of a centrally
placed human operator - the source of inteligence - supported by advanced man-machine interfaces that provide an amay
of "wols”. The tools are not intended 10 repiace man, but 1o make it easier for him 10 perform difficult tasks.
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Fizure 3. The svystea acts as an "amplifier” of human capabilities

3. LEVELS AND LOOPS

_In seeking a common ground for both man and machine. wo design techniques stand out: “ierarchical decompositions
ano ‘eedback loops (Figure 4). Although these two concepts are not mutually exclusive, they have contrasting properties,
emphasizing different aspects of the system under scrutiny. Just about every system has elements of both. In fact, the
same sysiem might be described in terms of a hierarchy or a partcutar feedback loop, depending on the emphasis desired.
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First we will discuss hierarchies.
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Figure 4. System design methodologies-levels and loops
3.1 Hlerarchies

Hierarchies are pervasive, appearing in societal structures such as the military, corporations, churches, and in
more abstract areas such as general problem solving (Figure 5). Some of the simplest hierarchies appear in knowledge
representation, resulting from natural taxonomies such as “part-of, “is-a~ or “kind-of". Similarly, spatial
decompositions such as topographical maps or geometric descriptions of a robot environment treated at vasious levels of
resolution provide exampiles of hierarchical decomposition. Approaches 10 complex problems such as speech and image

invariably invoive levels, with the lowest ones associated with “primitives®, the middie ones with various
patterns and the highest ones with symboiic interpretations. in [1], the organization of functions in a robotc enviconment
such as an automated factory is described as a hierarchy, with high levels related 10 planning and reasoning about the task
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Figure 5. Examples of hierarchies

After looking at several hierarchies some general properties emerge. In more complicated scenarios, such as the
decompostion of tasks for a robot, the highest levels are associated with reasoning and planning typically using very

general global or abstract knowledge. As a result the highest levels 1end 10 rely on thoughtiul, slow, symboic processing
(Figure 6). mmumsdwsystmmwaluwmmememm
representing the “goal-driven” aspects of the system. In contrast, the lowest levels are associated with “action®, using
specific local knowledge. At the lowest leveis are numeric, algorithmic processing that results in fast reflex action
representing the "data-driven” aspects of the system. The overall hierarchy usually presents a decomposition of
functions that is equivalent 10 the successive reduction of a problem into smaller and easier subproblems.

The dynamics in a hierarchy become apparent when & is realized that information can flow in either direction,
creating loops that can straddie several levels (Figure 7). Furthermore, each level must be able 1o communicate with-
leveis above and below, possibly requiring separae, local, languages. and aiso possbily swamping the middie levels with 10
many messages.

A hierarchical approach is not aways easy 10 apply. For complex systems, defining the appropriate levels is quite
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Figure 7. Interlevel communication and loops within hierarchies
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Figure 8. The challenge of hierarchies

3.2 Feedbeck Loops

While the use of hierarchies reflects the need 1o decompose large systems into smaller Factable subsystens,
feedback reflects the need 10 account for uncertainty. ¥ a human OpPeralor Or an ADNOMOUS System had perfect

there would be no need for feedback since things would always go according 10 plan. Unfortunately, knowledge is ofien
incomplete and erroneocus and as a result acsons must be followed by some form of checking.

The basic process underlying a feedback loop consists of two steps, repeated uniil successid : 1) using leedback,
either from sensors or other sources of information, compeare current state with desired state; 2) based on the results cf
the first step, decide on an action that will move the System closer 10 the desired state. Figure 9 depicts several types of
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Figure 9. Feedback loups

The first step assumes that suflicient information can be gathered from the paricular domain of interest ( ie. “workd”)
and represented in a form that can be compared with some representation of the goal. For exampie, a simple servo
control loop maches a desired with a measured Fajeciory 10 create an emor signal for the “consolier” which atiempts
1 drive the error 10 2600 by the proper aciuation. in this way a reiatively simple modei of the “world”™ can be very
effective. By focusing on the crilical information as represented by the emor signal, & rapid response can be easiy
formulated: but robust behavior ( such as adaptation 1o load changes, collision avoidance and compliant control ) is dilicut
1 achieve without detailed dynamic models. That is, in most cases the aecision on what 10 do at each iteration i not
obvious. Athough the ilerative nature of the feedback loop inpiies incremental or Iocal progress oward the goal. globel
knowiedge must be used as wel 10 avoid dead ends and bcal exyema

Ancther basic example is the ‘means-ends” analysis used as a problem solving peradigm. Hare, the representaions
ol states, goals and available operators Can be Quite abstract, but the approach can be described in terms of a loop. A
compArsison of the current with the desired state detects a diffecence that is used 10 Select operators that can reduce the
difference. Typically, this produces a search process as varnous operatrs are ¥ied out on a smulated “worid™. Once
again, though, one of the major difficuities in applying such a procedure & the need 10 recognze giobal conraints at the
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4. Example : A SUPERVISED ROBOT

Ouwr example Is a "go-letich” robot. The point of this sxample is 10 demonsrate that simple sounding tasks are
emanviously complicated when consiciered for automation.  Alhough visious  hisrarchiss and feedback bops can be readily
identified, the interrelationships among them crestes complsxily that ofien requires human level inteligence.

Consider the task as beginning with g command 1 Qo0 gst & particalar object and deliver R 10 some speciied location.
The highest levels of a uncional hisrarchy might bresk the task into See subtasks : search for e object; asvigate in the
environment; manipulate the cbject (Figure 10). One of the basic probiems aiready s hat sach of fiese wil require an
abilly 10 reason about the task and the snvironment that is dificult 0 specily, and Jurhermore, there will be a need for
e robot 10 communicate with the supervisor and possibly other robots.
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Figure 10. Typical task
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Figure ll. Search

4.1 Search
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4.2 Navigsie

Navigation entaik, the interplay of an interesting combination of information : 1) prior knowiedge of the environment,
typically descrded in global tlerms since the details would be hard 1 keep track of ( for exampie, a description of the
structural components su-h as he main passageways and known beacons could be avastable, but small obstacies would have
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1 be discovered ); 2) The robot's sensors such as vision and proximity would have 10 provide the local information about
the environment, and use & 1o avoid cbstacies and recognize landmarks; 3) intermal molion sensing could be used 1 give he
robot an estimate of Ms position independent of the exiemal sensors; 4) finally, planning paths that negotiate local
diliculies whils getiing 1 the goal requires geomebric reasoning capabilty.

umnwm the robot must use all these sources of information, recognizing landmasks,
obstacies, Sgit spots and dead ends whils reasoning atout progress Dward he gosl. Once again, & Asvigasion task would be
oasy in a very struchured environment, but in resl applications the problem is quite difficull, requiring the humen
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43 Menipulate
if the robot is successiul in geting 10 the object (Figure 13), k must, among other things: determine whether

neightoring objects must be moved 1 et at it, inspect the object 1 see ¥ R is defacive, detect the need for special
grappiing 10ols, find grasp points, and esiimate the weight and strength of the object. ARer grasping 1he object, sensors
must monitor overall stability and detect siippage and overioad. Once the object is securely in the 0bol's grasp, he xobot
must navigate 10 the goal as a different dynamic system which may aler the chosen route. The majority of hese
subtasks will require the intervention of a human operasor.
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Even a cursory view of the go-fetich example indicates that there is a remendous complexily involved. Lbon
analysia, the various subtasks are interrelated, and the idensiicaion of verious STUCIeS Such as hierarchies and
fesdback loops can only have imied efiect, since even they e tangied armong each olher. Dedining “primilive” tasks, such
a8 peg-n-hole and kam-crank, is an excellent way 10 control the complexily. Alhough this approach is somewhat limited
by the discrets primitives and combinsiorial expiosion, R represents a solid hisrarchical approach that can buid uwp
compiex tasks from eesily undersiood primaives ( see [3] for an exampie of this approach ).

R is not uncommon for & robolics sngineer 1o gradually realize that what at first appeared © be sasy 10 automate s

exyemely compiex, defying all altempts at automation. The history of vision and natural language research provide

Humans have an uncanny abiity © simplily things. The environment presents an extremely compiex array of
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information. Humens process R, exiract the important details, attach symbols, and reason about the symbols. This innate

language descrbing
them. Ris up 10 the robolics engineer © er down these “simpiifying” abstracions 10 ascertain the primiives and
undadying struchure that is amensbie 1 sutometion.
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Figure 14. Mierarchy

Figure 15. Complexity

4. PARALLELISM IN SUPERVISORY CONTROL SYSTEMS
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implementation will require a network of special purpose, paraliel, and senal architectures. In the remainder of his
saction we Driefly consicer the types of processing in a supervisory control sysiem and the suitability of various
archilechres 10 these Jevels. Furthermore, we sugpest that the biggest problem facing parallel implementation of
supervisory control Systems is lack of mature software 100ls and techniques for implementasion of thess sysisms on
distributed and paraliel archilectures.

5.1 Processing Requirements

The processing requirements of a supervisory control Sysiem can be roughly divided into three levels which suggest
the types of archilectures which are baneficial. Thess levels are not necessarily mulsally exclusive as tasks may ocour
which straddie several leveis.

5.1.1 Low Level Processing

This level is is connected with interaction with the through sensors and commands 10 effectors and
acuares. Typical tasks periormed at this level are:  sensor i ng such as mage feature exwraction
{convolstions), associative retrieval, and simple Yajectory generation .  This level is generally characterized by the
following requirements: 1) High bandwidth VO rates; 2) Numeric processing: 3) Algorithmic processing rather than
search among alemates; 4) identical, repsated operations on bounded reguiar data SFuckres.

Special purpose hardware is often applied 1 much of the processing at this lsvel. The special purpose hardeare can
bae serial or paraliel, but typically is designed for very specilic funcions such as convoluiions and does not support general
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PUrPOBS PROCESSING.
SIMD processors [4] are paricularly well suited 10 this level of processing. Examples of this class of paraliel

processor are the lllac IV and MPP [5]. These machines are paricularly well sulled for problems ivolving identical
operalions on bounded reguler data stuchsres such as malrix mulipiication, peraliel sorting, and fast fourier ransiorms.

MIMD processors [4] such as the BEN Butierfly and Cm® have aiso been applied  these types of problems, however,
they have not achisved the same level of performance as SIMD machines [5.6).

5.1.2 Mid Level Processing

This level concems more general purpose processing than either the lower or higher levels. This level generally
perfonms operations on fllered, preprocessed sensory data fom the lower level. Typical functions performed here are
conneciivily analysis (object detection), simple vehicle roule planning, and oplimization problems using techniques such

a8 dynamic programming. This level is characierized by the following requirements: 1) Medium bandwidth O rates: 2)
Varied operaions on regulsr or ireguiar data structures containing similar data types; 3) Optimized choice among 8
bounded st of shemalives.

SIMD machines can be efisciively appled 10 this level of processing if the data 10 be operated on can be allocaled
unilormly across the processing elements and he processing performed on the data elements is simiar. In the absence of
these. many of the elements in the procsssing array remain idde 10 much of the ime resulting in inefficient use of he
system. In such cases, MIMD processors can be applied. .

The MIMD, or Muliprocessor architectures, are the most general paraliel processors and are capable of executing
nulphwl_rolm:snp-ald. Tightly coupled (shared memory) MIMD computers qmmmm

the order of memory bandwidth). If the problem calls for minimal data/resource sharing. then loosely coupled
muliprocessors are applicable and will not be subject 10 performance degradation Jue 10 resource contention as is ofilen
the case in a shared memory System.

5.1.3 High Level Processing

Typical functions performed at this level are route and path planning by heuristic search such as A®, mission
planning, kcgical inferencing, and object recognition and understanding. This level operates on data that has been
preprocessed by each of the lower levels and typically controls the lower lgvels. Itis characterized by: 1) Low bandwidth
170 rates; 2) Varied operations on different data types and imegular data structures; 3) Symbolic processing: 4)
Heuristic search of 2 large number of alternatives.

MIMD machines are the most widely applied architectures 10 this level of processing. This is due 1o the flexibilily in
these systems since different processors can be applied %o different aspects of the problem. Examples are paraliel
branch-and-bound seasch and parallel execution of logic programs [7].

¥

5.4 Paraliel Programming

The biggest challenge facing the use of parallel processors jor supervisory control Systems is the complexity of
programming many parallel machines. This difficully arises because programmers must ofien tamiiarize themseives with
low level details about the parafiel architecture as well as paraliel programming techniques before they can become
effective users of a paraliel machine. In order 10 take advantage of the parallel hardware, conventional programs must
often be rewritten and embedded with system calls for memory and process allocation. in addition, whon software is ported
from one paraliel machine 10 another, it must again be rewritien 1 account for a different architecture and set of paraliel
Iamuaoﬂeaums Parallel programming technology i8 maturing, and advances in the lollowing areas will result in more
efficient programming:

1) Optimizing compilers for serial languages. Such compiers will allow for portability of existing codes 10 paraliel
machines by making the underlying parallel architecture transparent to the user. Furthermore, this will allow for
portabilty of software across different parallel architectures. Progress in this area has been made for both conventional
languages such as C and Fortran [8] as well as Al languages such as funcional languages and Prolog [9].  We are Cumently
working on a parallel interpreter for Proiog execution on the Butterfly which automatically optimizes hese programs for
parallel execution.

2) A common set of paraiel programming and language absyactions which can be spplied 1 he various languagss
and perted across different parallet machines. This coupled with optimizing ~ompilers allows for the use of paraliel
architeciures at multipie levels of expertise. Novices can wrile programs which ase automatically paralieized and
optimized for the particular architecture. As they become more experienced and knowledgeable about the particular
mmmmmmmmemmmwmmm or compiler direcives

programs.

3) A common set of resource sharing and process intercommunication protocols which will allow for programs or
processes operating on heterogeneocus processors in a network 10 CommuNIcale.




6. CONCLUSION

Paraliel implementation of these supervisory conirol systems will provide the performancs necsssary 10 Sustain
real-fme execution of such systems. Iideally, distrbuted computer systems consisting of seriel, special purpose, and

paraliel processing requirements
major difficully, however, in using paraliel architechures effectively is the complexily of programming them. Recent and
forthcoming actvances in paraliel software technology will reduce the impact of this problem and allow for paraliel
implementation of these Systems.
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